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Abstract

This paper describes a system based on haptics and sound, to assist in teaching plane geometry to visually impaired pupils. This system allows to haptically read, measure, construct and modify geometric figures. Moreover, it can help blind pupils to shape a mental representation of geometrical and topological concepts. This paper points out the human-computer interface based on gestures and keyboard.
1 Introduction
Geometry is certainly one of the most difficult subjects to teach to blind pupils (Malik, 2001) and one of the most useful at the same time, as it is necessary for the construction of their own mental space representation (Thinus-Blanc & Gaunet, 1997). This mental representation is essential for education as well as for everyday tasks.

Classic geometry teaching is based on visual modality: drawings, graphs, lines, curves, etc., all of these being unavailable to blind people. We propose to use haptic and auditory modality as a substitute for such visuals to teach simple geometric shapes (Rouzier, Hennion, Perez-Segovia & Chêne, 2004).

In the following section, we present our system called SALOME. Section 3 details the human-computer interface. Section 4 describes our current and future work at improving the system. Section 5 concludes with perspectives.
2 System description
The system is first described from a technological point of view, and then from a functional one.

2.1 Technological description

The basic technology used in SALOME is the haptic force feedback device. We developed a software application that uses this haptic device like an active haptic pen, writing with friction on a virtual horizontal plane (like a notebook page). Geometrical figures are coded as haptic magnetized grooves that attract the pen towards the different elements of the diagram (Figure 1). Each element also has an audio description (synthesizer voice) that enhances the proprioceptive perception of the element. Hence this sequential audio-haptic scheme enables to shape some spatial representation of this figure.
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Figure 1: The haptic magnetized rails
2.2 System functionalities

2.2.1 Figure reading.
To understand the figure, visually impaired pupils have to move their haptic pen along the grooves and feel straight lines, points, curves, angles, etc. A synthetic voice module tells the name of the element being touched either at their request, or in a continuous mode. Therefore a notion of the relative spatial positions of the different elements is so sequentially built in the blind person's mind.
2.2.2 Figure measuring.
The user can quantify the length of segments or the spread of angles thanks to a graduated ruler with centimetre-separated notches and a haptic circular protractor evenly notched every 30° (Figure 2).

Figure 2: Haptic ruler and haptic protractor
2.2.3 Figure construction.
The user can make nice and accurate drawings. At the moment, main tools allow the user to place a point, draw a segment given two points, draw a perpendicular line, draw a triangle, draw a circle (given the centre and a point), and draw an arc of a circle (given the centre, a point and an angle).

2.2.4 Figure modification.
Lastly, the user can modify the figure grabbing a point and pulling it to the desired position, the geometrical properties of the figure being preserved (Figure 3).





Figure 3: C has been pulled towards right
The ABC triangle stays rectangle in B and D is still the middle of [BC]
3 Human-computer interface

The user can interact with the system with two different devices: the keyboard and the haptic device.
The user can perform 3 kinds of commands:

· standard commands such as open or close a file (a geometrical figure previously stored for example), validate or cancel an action;

· geometrical drawing commands such as draw a circle or place a point;

· text input such as enter the name for a point or a line.

Each command can be done either using the keyboard, or using the haptic device.

Classical interfaces mainly use the keyboard, leading to weakly intuitive control. Thus SALOME is also an attempt to build a full haptic device based system where haptics and gesture modality could cope with all kind of interactions (reach the "zero keyboard" level).
The following sections present three different kinds of possible interfaces, ranging from less haptic device oriented to most.
3.1 Mainly keyboard based interaction
In this case, every command is issued using the keyboard. The user:
· browses into menus and sub-menus with the Alt, arrow and return keys;

· enters the name of a point or a line for example (either to give it a name or to select it) with the alphabetical keys.
The haptic device is only used to perceive the geometric figure.
This interface has been tested by several visually impaired people. Experiments are described in this section.
3.1.1 Experiments
This work is carried out in collaboration with the EREADV (Etablissement Régional d'Enseignement Adapté pour Déficients de la Vue) at Villeurbanne, a specialized school for the visually impaired near Lyon in France.
We chose to start working with secondary school pupils, as the geometry is not too difficult while not being a beginner level. We carried out three experiments in this specialized school with six teenagers and two adults testing SALOME. The first two showed the usability both of the haptic device and of our application, observing the difficulty of blind subjects to get used to it and their ability to describe and recognize simple and composed 2D figures. The third experiment is detailed just below.
3.1.1.1 Third experiment

The goal of the third experiment is to test our system in a real teaching situation between a teacher and one pupil. The pupil has to do a geometry exercise that corresponds to his geometrical knowledge, with teacher help if necessary. The exercise is the following:

Draw an ABC triangle with a right angle in A.

Draw two of the three perpendicular bisectors. Call O the intersection point of the two perpendicular bisectors.

Draw the third perpendicular bisector. What can you say?

Draw the circle given the centre O and the radius [OB] (Figure 4). What's the name of this circle?

Move the point A along the circle. What can you say about the triangle ABC?


[image: image2]
Figure 4: The intersection point of the three perpendicular bisectors 
of the rectangle triangle ABC is the centre of the circumscribed circle
In this experiment, subjects use the keyboard for commands and the haptic device to read and modify the geometric figure.

3.1.1.2 Results from experiment
All the subjects (and teachers too) were enthusiastic about the experiment. We did not notice any kind of rejection. All subjects were able to get to the end of the job. They were all familiar with the keyboard (one hour a week is devoted to computer teaching in this school). Thus they succeed in navigating from the keyboard to the haptic device and vice versa. However it also showed that this permanent navigation is not very efficient. For this reason we decided to maximize the use of the haptic device. We propose a more haptic oriented interface in the next section.
3.2 Towards a more haptic device based interaction
Our first step towards a full haptic device based interface is to imagine and create a circular haptic menu for standard and geometrical drawing commands (text input is still done with the keyboard) (Table 1). 
Table 1: Summary of the interface mixing keyboard and haptic device
	
	Standard commands
	Geometrical commands
	Text input

	Keyboard
	
	
	Alphabetical keys

	Haptic device
	Haptic menu
	Haptic menu
	


Instead of browsing the menus in a vertical list using the keyboard, the user browses in a circular menu on an horizontal virtual plane (a few centimetres above the figure plane) using the haptic device. Every menu is formed by a notch. When the haptic pen bumps into a notch, the synthetic voice tells the name of the menu being touched (Figure 5).

[image: image3]
Figure 5: The haptic circular horizontal menu
The user can move from the figure plane towards the menu plane by pulling the haptic pen up. When the haptic pen reaches the menu plane, it sticks to it. To go back to the figure plane (without selecting any menu), the user has to push down the haptic pen and then the haptic pen lowers slowly until it reaches the figure plane.
To select a menu item, the user has to move the haptic pen around the circular menu, stop on the desired menu item with the haptic pen and click on the switch of the haptic pen. Once a menu item is selected, whenever the user has to enter some text, he will have to use the keyboard.
3.2.1 Experiments

The haptic menu hasn't been tested by the EREADV pupils yet. However it has been successfully tested by two visually impaired adults and by some blindfolded people. After a few seconds of adaptation, they all found it quite natural to browse that circular haptic menu and could easily move from the figure plane to the menu plane and vice versa.
3.3 Full haptic device based interaction

The advantage of the haptic menu is to limit the use of the keyboard while manipulating the haptic pen. However, for data entry such as characters, the keyboard is still necessary. Then, in order to get rid of the keyboard and to take advantage of haptic modality, we have inserted a gesture recognition module into SALOME. This module is used as a character recognition module only in section 3.3.1, and then as more general gesture recognition engine in section 3.3.2.
3.3.1 Character recognition
Gestures are simple symbols the user "draws" with the haptic pen on a haptic horizontal virtual plane named "control plane" located a few centimetres above the geometrical virtual plane (Figure 6). This control plane corresponds to a control mode allowing gesture extraction and analysis, so that when the pen tip comes into contact with the plane the system captures the pen trajectory and sends it to the recognition module, providing capabilities for text input or command gesture interface. For example, this functionality can be used in SALOME to enter the name for a point of a geometrical figure.

[image: image4]
Figure 6: The control plane
In SALOME, this "haptic input method" is based on an advanced symbol recognition engine with strong adaptation abilities named SYMBAL
. Indeed, this engine deals with simple to complex graphical characters (digits, Latin, Korean characters …), and it may learn a new character model with only a very few training samples. More specifically, the gesture input sequence is processed by a series of statistical markof models (like HMM). Each model represents a specific gesture, and the performed gesture is classified as the most representative model (i.e. the one with the highest probability of correspondence). Depending on the gesture dictionary the engine can suit to great variety of issues (input text, gesture command …).
So with this first control scheme the user can select an item in the haptic menu and then perform a gesture to enter a letter, by means of recognition method, in order to complete the task (Table 2).
Table 2: The full haptic device based interface using the haptic menu and character recognition
	
	Standard commands
	Geometrical commands
	Text input

	Keyboard
	
	
	

	Haptic device
	Haptic menu
	Haptic menu
	Alphabetical symbols


For example, the creation of a point in the middle of an existing [AB] segment may be carried out by combining these actions: 

1. Select the "point in the middle of a segment" item via the haptic menu;

( the synthetic voice asks: "enter the name of one extremity of the segment"

(and the menu plane becomes a control plane)

2. Draw letter "A" with the haptic pen on the control plane;
( the synthetic voice says : "A" (so that the user knows his "drawing" has been 

recognized correctly as the letter A) and then asks : "enter the name of the other 

extremity of the segment"

3. Draw letter "B" with the haptic pen on the control plane;

( the synthetic voice says : "B" and then asks: "enter the name of the middle point"

4. Draw letter "C" with the haptic pen on the control plane;

( the synthetic voice says : "C"
3.3.2 Gesture recognition
Another interaction scheme under study is to replace the haptic menu with command gestures using the SYMBAL recognition engine and a set of specific gestures, each gesture being associated with a menu item. In other words every command is a gesture now (Table 3).

Table 3: The full haptic device based interface using gestures recognition
	
	Standard commands
	Geometrical commands
	Text input

	Keyboard
	
	
	

	Haptic device
	Command gestures
	Command symbols
	Alphabetical symbols


For standard commands, the gesture vocabulary (Table 4) has been defined thanks to an ergonomic study that focused on the design of a usable interface through force feedback and command gestures for blind users (Klok, Uzan, Chêne & Zijp-Rouzier, 2005).
Table 4: Gesture vocabulary for standard commands
	Gesture models
	standard command

	

	Open

	
	Close

	
	Confirm

	
	Cancel

	
	Next

	
	Previous


For items representing geometric shapes, the gesture vocabulary (Table 5) may be defined in a very natural way based on shape representation. For instance, the creation of an ordinary triangle can be carried out in the following manner:
1. Rise up the haptic pen from the figure plane to the control plane


2. Draw the triangle gesture           
( the system draws an ordinary triangle on the figure plane, the haptic pen automatically 

lowers down on the figure plane, then the user can perceive the triangle with the haptic 

pen.

Table 5: Gesture vocabulary for geometrical drawing commands
	Gesture models
	Geometrical drawing command

	

	Draw an ordinary triangle:



	
	Draw an ordinary triangle:

	
	Draw a segment :



	
	Draw a square :

	…
	


4 Current and future work

At the moment, one command gesture is implemented in SALOME with only one symbol. But we can easily imagine combining two or more gestures to launch one command, especially when the command is a little bit more complex than "draw an ordinary triangle" and becomes "draw an equilateral triangle" for example. To illustrate a more complex task, we can take up the previous example: the creation of a point in the middle of an existing [AB] segment. The procedure could be then:


1. Draw a "hit" gesture (to mean "point") following with gesture             ("m" like middle) on the control plane to create a point in the middle of a segment;

( the synthetic voice asks: "enter the name of one extremity of the segment"
2. Draw letter "A";

( the synthetic voice says "A"

3. Draw letter "B";
( the synthetic voice says "B" and then asks: "enter the name of the middle point"
4. Draw letter "C";
( the synthetic voice says "C"

We can see in this example that the command "create a point in the middle of a segment" is done using a combination of two gestures: the "point" gesture and the "m" symbol. We are currently working at the implementation of such commands. It will extend the gestures command vocabulary and thus give much more possible interactions to the user.
It is worth noting that the success (i.e. the acceptance by visually impaired users) of such a haptic control interface relies on the suitable combination between gesture command and voice feedback, for a given instant context.

Following the success of the haptic menu, we plan to test it more systematically with pupils of the EREADV school through geometric exercises. We also plan to test the command gesture interface. We will observe the behaviour of the pupil and the teacher in a real teaching situation, collect their remarks and concentrate on the following questions: how long does it take to the user to get used to the interface? Is it acceptable? Are the command gestures easily memorized, recalled and executed? Does it help the user to interact with the application compared with a non-gesture interface?
5 Conclusion

The first step was to validate the usability and show the pedagogical interest of our system during a real teaching situation. This step has been overcome with success: the blind pupils and their teachers have evaluated SALOME with enthusiasm as it helps them to carry out geometrical exercises with a great flexibility. The next step is to improve the human-computer interface using haptic menus and gesture commands. In that case the haptic device becomes the only device: it is used both to perceive geometrical objects and to control the application. A new experiment planned in spring will contribute to evaluate this new interaction scheme. We also would like to give access to a contextual menu to the visually impaired pupil: the set of available commands would depend on the haptic pen position on the geometric figure.
Currently, the haptic device allows the user to feel geometric figures and to send commands to the system. However, as force feedback can also be used to guide the hand, we propose to use it to assist the user in learning and mastering the gesture vocabulary during specific training sessions or whenever the user needs help.
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� SYMBAL recognition engine developed by Eric Petit and Sylvie Vidal (France Telecom R&D laboratory, Grenoble, France), based on theoretical work from LIP6, Paris 6 University (Marukatat, Artières & Gallinari, 2004), in a collaborative work with France Telecom R&D.





